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Black-box Optimization: Overview

« Given a black-box objective function f (x), the goal of the black-box optimization is to search
for the optimal value point x* attain with the global maximal f(x*):

r* = argmax f(x)
reX

« However, f(x) might be very complex and experiments on the function are very expensive

black-box function

location observation
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Black-box optimization: Hyper-parameter tuning

«  One popular application of Bayesian Optimization is
Hyperparameter tuning optimization for training the
deep learning model. The challenges are: b

. Black box: The deep learning model can be considered
as a very complex black-box function

. Evaluation cost. The cost of training model (with a set of
hyperparameter) can take hours to complete

Subsamoina

. Noise affection: Deep model may return different
outcome given a same set of hyperparameter (with SGD)

. No derivative: as many hyperparameter can be
continuous (LR, weight decay,...) or discrete (number of Learning Batch
layers,...), or conditional (number of units per layers) rate size

— The objective is maximizing the performance while
mimizing the training time

Bayesian Optimization
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Black-box Optimization: Challenges

« Search space: various type of inputs (discrete, continuous, hybrid, conditional,...)
« Objective function: Need to perform expensive experiment for any observation on x

« Optimization problem: how to find the x* with optimal objective function value?

« Trial and error methods: cost time significantly
« Gradient-based methods: unable to optimize without gradient.

« Derivative-free methods: expensive to evaluate => sample inefficient

— Bayesian optimization: Grid Search Random Search

« Back-box optimization

* Global optimization
» Derivative-free, Sample efficient

« Accept various types of input
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Black-box Optimization: Sequential optimization

« Naturally, optimization is a sequence of making decisions:
« Where to make the next observation?
« When to stop making decision?
= Sequential Optimization:
« Optimization policy. examine observed data and select the next location x for observation
« Observation model: conduct observation on x to guide the search for the optimal point

« Termination: decide whether to continue or to stop the process

input: initial dataset D » can be empty
repeat
x « poLicY(D) » select the next observation location
Y < OBSERVE(X) » observe at the chosen location
D—DuU {(x, y)} » update dataset
until termination condition reached » e.g., budget exhausted
return D

Bayesian Optimization
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Bayesian Optimization: Bayesian Inference

-  “Bayesian inference is a method of statistical inference in which Bayes' theorem is used to
update the probability for a hypothesis as more evidence or information become available.”

Posterd Likelihood Prior
: p(data | 6) - p(0)
0 | data) =
p(6| data) p(data)

Normalization

-  Basically, Bayesian inference helps us refine or update our prior distribution given new
evidence to obtain the posterior distribution of the objective statistical model.

Posterior Beliefs

Evidence

Prior Beliefs

Bayesian Optimization
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Bayesian Optimization: Key Idea

1. Build a surrogate statistical model over
the function for searching the optimal value

4 Statistical surrogate model\

2.
cheaper function to find next location

Replace the exepensive f by a

Gaussian Process

4 Update the statistical model\

Optimize acquistition

_ p(DIN)-pN)  [€
p(N ‘ D) — p(D)

N J

4. Refine the surrogate model
with Bayesian Inference

Bayesian Optimization

function o
>
Tpest = argmax a(N, )
rekX
o J
Expected Improvement

4 Expensive function )

observation
Ynext € .’<_ Lnext
NG J
3. Obtain the new observation on f

and augment the data


https://quanghuy0497.github.io/mathematic/2022/12/10/bayesopt.html

Bayesian Optimization: Algorithm

«  The central idea of Bayesian Optimization is to build a statistical distribution over the objective
function and refine it through additional observation with the help of cheaper-to-optimize function for

the search of global optimal

Algorithm 1 Bayesian Optimization 4-
Require: Set of data points Dy = {(x,y)}; number of step N
Require: Objective function f; Acquisition function «; Gaussian Process
N(p,0)
1: Place the surrogate model (prior distribution) on f with the current data
Dot

f|D0 ~ N(:ua U)
2: forn=20,---,N do
3: Finding the next point by optimizing the acquisition function over the
distribution:

® noisy observations

Model Performance

Tp41 = argmax a(z; D)
zeX 1
4: Measure the objective function observation: Yn+1 = f(Tni1)
5: Augment data with new observation: D, 11 = {Dn, (Tn+1,Yn+1)}
6: Update the surrogate model (posterior distribution) based on Bayesian . 055 oko oy o

=== qround truth

——surrogate function

I :
nference Expected improvement

PNDnt1) = p(Dny1|N) - p(f|Dn)
7: end for ;
Return a solution: either the global optimal point z* with the highest ;

f(z) or the point with the largest posterior mean. 000 05 050 oy .

A very beautiful GIF to illustrate how Bayesian Optimization works

Bayesian Optimization



https://quanghuy0497.github.io/mathematic/2022/12/10/bayesopt.html
https://quanghuy0497.github.io/assets/project/bayesopt.gif

Surrogate Model: Overview

«  As the objective function f is unknown, is is possible to draw various samples of f. We assume that
these samples follow a certain statistical distribution.

——— prior mean prior 95% credible interval =~ —— samples

\/\/ N N4
«  The surrogate model is a statistical distribution over f, represent the uncertainty of the objective

function on any arbitrary location.

«  One widely used surrogate model is Gaussian Process, assume that any observation on f follows
the Normal (Gaussian) distribution

Bayesian Optimization 10
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Surrogate

Model: Normal Distribution

. Given a random variable x with mean u and variance o that follows
the standard normal (Gaussian) distribution, we have:

z ~ N (u,0?)

. The p.d.f. and c.d.f. of the standard Gaussian distribution are:

¢(z) =

1

o\ 2

€

N[

G e = [ e

. The multivariance normal distribution is the generalization of standard

normal distrib

ution for a random vector x € R¥ with mean vector u €

R* and covariance matrix K € Rk * k.

where

Bayesian Optimization

x ~ N(u, K)

p =Elz]
K; ;= k(%a%’) =K [(ﬂ% — i) - (%’ - Mj)]

1(x) + 1.966(x)

L (x)

f1(x) — 1.966(x)

Gaussian distribution with 95% credible interval

Two-variance Gaussian distribution

11
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Surrogate Model: Gaussian Process

. Defining GP: Given n observed location x = {x}~; on an unknown
objective function y = f(x), the Gaussian Process assumes that the
uncertainty of y follows the multivariance normal distribution, resulting in a
prior distribution:

y | x~N(u K)

. For the convenience, the mean value u is 0 and the covariance
function (also called kernel) is calculated with parameter 6 by:

1
k(aji,xj) = exXp <_W||$l — ijQ)

. Updating GP: Suppose we have a new, arbitrary data point x,,, and we
wish to infer the posterior distribution y,, = f(x,). We can consider y, and
y are a jointly Gaussian:

[yn] ~ N ([U(”ﬂ)] [K(mn, Tn) K(rp, X)])
y u(x) || K(x,2,) K(xx)
. Based on Bayes’ theorem, y,, can be distributed by:

Un ‘ Ly, X N(Mn(ﬂin),Oi(CEn))

where

pn(Tn) = w(xn) + K(2n, X)TK(Xa X)_l (y - N(mn))

Bayesian Optimization 02(xy) = k(zp, 2n) — K(zp,%x) T K(x,x) ' K(x, x,)

p(x;)—o(x;)

X Xy X3

Figure 2: Simple 1D Gaussian process with three observations. The solid black line
is the GP surrogate mean prediction of the objective function given the data, and the
shaded area shows the mean plus and minus the variance. The superimposed Gaussians
correspond to the GP mean and standard deviation (u(-) and o(-)) of prediction at the
points, X1:3.

Objective
O y2
Mean of GP 0.0 |- S

-25 ‘ #‘
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A GIF to illustrate how to the Gaussian Process updates
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Acquisition Function: Overview

. To update the surrogate model, the observed data should be augmented with new data point x™®*1. For the
efficiency, an acquistition function « is required to guide the search for the optimum value:

"+l — argmax a(z | D,)
reX

. Choosing a suitable acquisition function requires two main challenges:

T

1. The optimization cost must be very cheap comparing to the black-box f

2. Balance the trade-off between exploitation (high mean) and exploration (high variance) to locate x™*!

GP estimate of the function

observation 1.00
T S - best observed value
GP posterior mean ()
0.75 1
v \
GP posterior uncertainty © 0.50 P
u(.) xo(.) > L!re '
Exploitation
(High mean)
0.25 ® observed values
maximum of current iecti . . .
~=_ acquisition function curre'r:t acquisition actt;zlnt::tt?:ﬁtlve Vear ExpT:rf:tion true function
unction
/ (High variance) GP mean _
confidence interval
0.00 T . : .
0.0 0.2 0.4 0.6 0.8 1.0

hyperparameter

Bayesian Optimization 13
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Bayesian Optimization

Acquisition Function: Improvement-based functions

1.  Probability of Improvement (PI):

. Given x* is the current optimum point, Pl measure the probability that any

point x lead to an improvement on f(x*), which ¢ is the trade-off parameter:

) = (1) > 1(5)+2) = (DS 29)

. The main drawback of Pl is prone to an exploitation approach. Moreover, Pl
also not measure the amount of improvement.

2. Expected Improvement (El):

. Based on PI, we can calculate the amount of improvement by:

I(z) = max (O, f(x) — f(er))

. Therefore, with trade-off parameter ¢, the acquistition function can be
determined by the expected of these improvements, resulting in:

apr(z) =E[I(z —¢)]
= E[max (O,f(x) — f(z™) — 5)]
3. Upper Confidence Bound (GP-UCB):

. GP-UCB selects the new sample based on the upper confidence bound of
the statistical distribution uncertainty, thus come with a pure exploration
approach. With v is the condidence bound parameter, we have:

agp-vep(z) = p(x) + v.o(z)

posterior

Probability/Expected Improvement

\ p(xy) +o(xy)
\ p(xg)
\;ux;: g -~

A > -~ ?
B = p(xy)
D —
. , p(xy)-o(x,)

/( l

u(xy)—o(x,)

Upper confidence bound

0.0F

1 1
0.6 0.8 1.0

Pl
|
3

El
|

GP-UCB

N 7. S\
= N s N\ S
=

Comparison between 3 functions with different value of parameters
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Acquisition Function: Optimization

« As mentioned before, the acquisition function « is often simple and very cheap in terms of
optimization, comparing to the black-box function f.

However, as a always is a non-convex function and Bayesian Optimization can accept various
types of input space, optimizing a share the same challenges with non-convex or multimodal
optimization problems

«  For continuous input space, some approaches for optimizing a can be gradient-based methods
(local search) or derivative-free methods (DIRECT).

4 4

Corresponding
Acquisition Function

15
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Summarization and Application: Overview e w

2:  select new x,,41 by optimizing acquisition function o

Xp+1 = argmax a(x;Dy,)
X

. Summarization: Bayesian Optimization seek to find the global optimal
of a black-box function through a loop by:

query objective function to obtain Yy, 1

3

4:  augment data Dy, 11 = {Dy, (Xn+1,Yn+1)}
5:  update statistical model
6

. Building a statistical surrogate model: distribution over the unknown .~ end for
function
. . . 150 - Objective function
. Gaussian Process is a common choice for surrogage model 125 * Owonatons
1 1 1=1 H ' H 1w LN J N L TS O :;/St:;’:id:::: interval
. Sampling new data sample by optimizing an acquistition function e
. The function must be cheap and the balance between the o

0.25

exploration-exploitation trade-off should be made

0.00

-0.25

. Expected Improvement is a common choice with balance trade-off

-2 0 2 < 6 8 10
X

—— Acquisition Function

/\_/—\ % Next candidate
1

0—2 0 2 - 6 8 10
X

. Refine the statistical model with updated data based on Bayesian theorem

GP-UCB(X)

—  Reduce the uncertainty of the statistical model to be approximate with
the objective function

. Challenges and Improvements:

. High-dimentional processing: 0(n®) for Gaussian Process = Linear embeddings: f(x) = g(Ax) where g: R* >R
Addictive Structure: f(x) = g1(x1) + g2(x3)

. Discrete/Hybrid input spaces (sequences, trees, graphs) - Encode them as binary variables (a common practice)
Modeling and reasoning over categorical variables
. Information-based acquisition function:

. Select samples based on maximize information = Intuitive but requires expensive approximations

Bayesian Optimization (Thompson Sampling, Entropy search) 16
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Summarization and Application: Practical application

Automotive & Car design Heat treatment Real-world optimizations are costly and black-box.

B NO——
¥ = X =[Xq,..,Xq] mmp - v

o L Hyper-parameters " Accuracy

1%

x = [Xq,...,Xq] ™ BN

Temperature, time, etc. ~Alloy’s strength

Maximize driving safety Maximize alloys’ strength
Minimize weight Minimize cost

» Need real materials and time for experiments.

— Can be tackled with Bayesian Optimization

Bayesian Optimization
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Summarization and Application: Future works

« Agolrithmic research:

« Goal: Efficiently and optimum

« Challenge: Multimodal , high dimentional, combinatorial structures, resource constraints, noise affection

» Approaches: (i) Reduce the search space; (ii) Modify the surrogate model; (iii) Improve acquisition function

* Practical application:
« Designing new material, alloy, chemical compounds
* Developing new drug, vaccine, hardware
*  Optimizing manufacturing cost for industrial

« Cutting edge researchs:

 Advances in Bayesian Optimization, Tutorial, NeurlPS 2022

« Recent Advances in Bayesian Optimization, Tutorial, AAAIl 2023

 Gaussian Processes, and Spatiotemporal Modeling Systems,

Workshop, NeurlPS 2022

« Bayesian Deep Learning, Workshop, NeurlPS 2021

Experimental Design by
Bayesian Optimization

Initial Training Set

/

aediction by Bayesian modm

» Bayesian Optimization, Workshop, NeurlPS 2017

Bayesian Optimization

iy

=3

rExperiment or Simulatlon\

v ’

Gadiction by Bayesian modm

4

% P

/Experiment or Simulation\
-
\‘ll'_——“_

" e M

\ 4
ﬁredlctloo by Bayesian modb

4

! /

How to design an experiment scheme with BayesOpt effectively
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